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Abstract

In this paper, an original formulation of the control problem for optimal PV array reconfiguration, following a Total Cross Tied
layout, is proposed. The formulation follows the well-known subset sum problem, which is a special case of the knapsack problem.
The reconfiguration is a measure devoted to mitigate the mismatch effect and maximize the output power of small photovoltaic plants
under non-homogeneous working conditions. Therefore, reconfiguration means changing the connections of the solar panels adaptively
by a dynamic switching matrix. The control system implements an easy dynamic programming algorithm to change the switches layout.

The use of the Munkres assignment method in a post-processing module makes the algorithm able to obtain the optimum configu-
ration for which it is possible to balance and minimize the aging of the switches within the switching matrix.
! 2015 Elsevier Ltd. All rights reserved.
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1. Introduction

In the last years, global warming and energy policies
have become a hot topic on the international agenda.
Developed countries are trying to reduce their greenhouse
gas emissions. The European Union has committed to
reduce the emissions of greenhouse gas to at least 20%
below the level in 1990, and to produce more than 20%
of its energy consumption from renewable sources by

2020. In this context, the photovoltaic (PV) power genera-
tion plays an important role due to the fact that it is a green
source. The only emissions associated with the PV power
generation are those from manufacturing of solar PV com-
ponents. After their installation, they generate electricity
from the solar irradiation without emitting greenhouse
gases. In their lifetime, which is around 25 years, PV panels
produce more energy than that needed for their manufac-
turing (MacKay, 2009). In addition, they can be installed
in places with no other use, such as roofs and deserts,
and they can produce electricity for remote locations,
where there is no electrical grid. The latter type of installa-
tions is known as off-grid facilities and sometimes they are
the most economical alternative to provide electricity in
isolated areas. However, most of the generated PV power
comes from grid-connected installations, where the power
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is fed to the grid. It is a growing business in developed
countries such as Germany which in 2013 is by far the
world leader in PV power generation followed by Spain,
Japan, USA and Italy (Trends in Photovoltaic
Applications, 2013).

On the other hand, due to the equipment required, the
PV power generation is more expensive than other
resources. The Governments are promoting it with subsi-
dies or feed-in tariffs, expecting the development of the
technology so that in the near future it can become compet-
itive (Trends in Photovoltaic Applications, 2013; Electricity
from Sunlight, 2011). Increasing the efficiency in PV plants
so that the generated power increases is a key aspect, as it
will increase the incomes, reducing consequently the cost of
the power generated and thus approaching the cost of the
power produced from other sources.

However, in many applications, such as solar power
plants, building-integrated photovoltaic (BIPV) or solar
tents, the solar photovoltaic arrays might be illuminated
non-uniformly. The causes of non-uniform illumination
may be a lot, such as the shadow of clouds, trees, neigh-
bor’s houses, or the shadow of one solar array on the other.
This further leads to nonlinearities in characteristics
(Nguyen and Lehman, 2008).

For these new applications, it has been especially
important to optimize performance of the arrays in non-
homogeneous shading conditions. Because of the nature
of the electrical characteristics of solar cells, the maximum
power losses are not proportional to the shadow, but
increase nonlinearly (Rauschenbach, 1971).

The presence of shadows over a solar PV array can
cause many undesired effects:

! The power generated from the solar PV array is much
less than the nominal one (Quaschning and Hanitsch,
1996).

! The local hot spot in the shaded part of the solar PV
array (called partial shading) can damage the solar cells.

The shaded solar cells may work on the negative voltage
region, become a resistive load, and absorb power. Bypass
diodes are sometimes parallel connected to the solar cells
in order to protect them from damage. However, in most
cases, just one diode is parallel-connected to a group of
solar cells (Swaleh, 1982) and this hides the potential output
power of the array.

In Achim Woytea and Belmans (2003) and El-Dein et al.
(2012) the power losses due to partial shading (PS) is given.
Different losses induced by PS are shown in Fig. 1, where
the maximum possible power under PS is the sum of the
maximum powers of the individual modules when operat-
ing independently under the same irradiance levels dictated
by array PS.

The maximum possible power is not equal the array
maximum power without partial shading. The difference
is the shading losses, which cannot be invalidated.

Operative techniques for declining partial shading losses
could be grouped into the following main three categories
(El-Dein et al., 2012):

! Distributed maximum power point tracker (MPPT).
! Multilevel inverters.
! Photovoltaic array reconfiguration.

The first two issues have been treated extensively in the
technical literature, and it is not the intention of this article
to expand the state of the art or make a comparison of
the efficiency of different systems. The reconfiguration is
an efficient rearrangement of connections of PV modules
in order to ensure the maximization of the power, but also
the operation of the inverter. The current state-of-the-art
strategies for photovoltaic array reconfiguration utilizing

Nomenclature

avg sum of irradiance on the row ideal after recon-
figuration

BIPV building-integrated photovoltaic
BL bridge-link
BWSA best–worst sorting algorithm
DES Dynamic Electrical Scheme
DPST double-pole single-throw
EI Equalization Index
g number of panels
HC Honey-Comb
i row index
I–V current–voltage
j column index
m number of rows
MPP maximum power point
MPPT maximum power point tracker

ni number of modules that are parallel connected
of the row i

NPV number of PV modules
NSW number of switches
P total irradiance
P–V power–voltage
Pi total irradiance of the row i
Pij irradiance value of module located on row i and

column j
PS partial shading
PV photovoltaic
q reconfigurable modules
SP Series–Parallel array
TCT Total-Cross-Tied
MAA Munkres’ Assignment Algorithm
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the ‘‘irradiance equalization” principle are extensively
reviewed in La Manna et al. (2014).

In this paper, an original formulation of the control
problem for optimal PV array reconfiguration, following
a Total Cross Tied layout (TCT), is proposed.

2. Reconfiguration strategy

The reconfiguration strategy can be applied to two
different typical environmental situations; firstly, when
the plant is affected by the shadow, which is projected by
a fixed object. This is common for PV plants, which are
placed on the roof or integrated in a building. In general,
the technicians should avoid placing PV modules where a
fixed object (i.e., a chimney) can project a shadow during
the day. In the event of failure of one or many modules,
these can be automatically disconnected by the reconfig-
urable array. Secondly, when a portion of a large PV plant
is affected by passing clouds. In this case, there is generally
a distributed drop of irradiance above all the PV plant.
Depending on the speed of the passing clouds, the irradi-
ance conditions can change suddenly, giving rise to a large
deterioration of the PV plant efficiency.

Many challenging aspects, influencing the control chain
as depicted in Fig. 2, influence the design of dynamic recon-
figuration systems that can cope with environmentally

variable conditions, shadings or failures both in small like-
wise in larger plants.

The data acquisition is executed through suitable mea-
surement devices allowing to collect the field data required
for the PV mathematical model providing input data for the
reconfiguration algorithm. The latter two make up an open
loop control system and therefore the more accurate the
PV mathematical model, the best control actions the recon-
figuration system will give to the actuator. The switching
matrix is the actuator. It implements the desired optimal
configuration of the PV plant. In the following sections,
each of the cited elements of the control chain will be
particularized.

As far as the reconfiguration algorithm is concerned,
some interesting optimization algorithms for irradiance
equalization have been proposed in the literature. As it will
be shown in later sections, the best worst sorting algorithm
(BWSA) produces largely sub optimal solutions. In
Romano et al. (2013) a random-search algorithm (RSA) is
compared to a deterministic approach. Even if the random
search algorithm is fast, it may give different results starting
from the same input data due to the inherent randomness
of the method. Moreover, none of the proposed algorithms
accounts for the aging of the relays employed in the
reconfiguration system.

This paper shows an original formulation of the control
problem for optimal PV array reconfiguration, following a
Total Cross Tied layout (TCT). The flowchart of the algo-
rithm implementing this reconfiguration strategy is show in
Fig. 3. The formulation follows the well-known subset sum
problem, which is a special case of the knapsack problem.
The reconfiguration algorithm is a dynamic optimization
algorithm, then the use of the Munkres’ Assignment Algo-
rithm (MAA) (Munkres, 1957) allows to obtain a solution
with a minimum number of switching operation, so as to
preserve the lifetime of the switching matrix. In this way,
the maximization of the output power of PV generation
system under non-homogeneous solar irradiation is
obtained.

2.1. Connection topologies of PV array

Many alternative array interconnection topologies have
been proposed for reducing mismatch losses (Ramaprabha,
2012; Ramabadran, 2009; Ramaprabha et al., 2010;
Ramaprabha and Mathur, 2008; Picault et al., 2010; El-
Dein et al., 2011; Villa et al., 2012; Tian et al., 2013; Liu
et al., 2014; Lorente et al., 2014), they include Series array
(Fig. 4a), Parallel array (Fig. 4b), Series–Parallel array (SP)

Fig. 1. Shading, partial shading, and misleading losses for a photovoltaic
array.

Fig. 2. Dynamic reconfiguration system for PV plant: flow chart for optimal design (La Manna et al., 2014).
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(Fig. 4c), total-cross-tied (Fig. 4d), bridge-link (BL)
(Fig. 4e) and Honey-Comb (HC) (Fig. 4f). Moreover the
advantages and disadvantages of each method are
explained (La Manna et al., 2014). Solar modules are con-
nected in series in order to increase the total voltage and in
parallel to increase the total current.

Although many convenient interconnection topologies
have been developed, so far the most exploited solutions
rely on SP and TCT module interconnections.

2.2. Reconfiguration for TCT topology

As already discussed in La Manna et al. (2014), the TCT
interconnection allows to decrease the overall effects of
mismatch. With TCT interconnection, it can be concluded
as follows:

! The maximum power point (MPP) voltage of parallel-
connected PV modules will not be greatly affected by
the value of the irradiance on each module.

! The current flowing through a set of parallel-connected
PV modules will be almost proportional to the quantity
of the irradiance values present on each module.

The challenge in a TCT reconfiguration technique con-
sists in connecting PV modules in irradiance-balanced tiers.
In Velasco-Quesada et al. (2009), the equalization index

principle is proposed. As it will be detailed right below in
this section, irradiance equalization aims to obtain series
connected tiers, also called rows, where the sum of the irra-
diances of the modules is the same; this results in a string
where the circulating current is proportional to the given
sum of irradiances of one row. The algorithm equalizes
the available power on each row, thus some ideal current
generators, with the same nominal values, are connected
in the string, avoiding mismatch losses.

Indicating with Pij the irradiance value of the module
located on row i and column j within the topology shown
in Fig. 7. The total irradiance of the row i, Pi, is defined as

P i ¼
Xni

j¼1

P ij ð1Þ

where ni is the number of modules that are parallel con-
nected of the row i. For each configuration, the algorithm
calculates the Equalization Index (EI) by means of the
following expression:

EI ¼ maxiðP iÞ %miniðP iÞ 8i ð2Þ

This index quantifies the level of current limitation of the
configuration and thus the one minimizing EI is selected.
The secondary target followed by the algorithm is the smallest
number of switching operations starting from the initial con-
figuration to the optimized configuration.

Under the same equalization index, the configuration
with the least number of switching operations to be per-
formed is selected.

The example reported in Fig. 5 clarifies the issue.
Fig. 5 shows that, in (a), the rows have different irradi-

ance levels: 2300 W/m2, 1800 W/m2 and 1300 W/m2 respec-
tively; in (b), changing the PV modules position following a
reconfiguration approach (modules 1 have been switched
from row 1 to row 3), the irradiance is equalized to
1800 W/m2 in all rows. The MPP before reconfiguration
corresponds to 811.9 W with a misleading effect on the
MPP tracking algorithm (c) while after reconfiguration it
gets to 1041 W with a single maximum curve and without
the misleading effect to the MPP tracking algorithm (d).

2.3. Switching matrix design

In case of non-homogeneous irradiance, the series-
connection of modules with similar irradiance produce a
generated power increase (Romano et al., 2013). In
Romano et al. (2013), the authors introduce a fully
reconfigurable Dynamic Electrical Scheme (DES) for PV
generators. DES basic layout is composed by a series-
connection of parallel-connected modules; this layout is
usually called TCT and it is shown in Fig. 6. The DES
requires a number of switches NSW, which is equal to:

NSW ¼ ð2mNPVÞDPST þ ðmÞSPDT ð3Þ

where DPST means double-pole single-throw switches,
NPV is the number of PV modules and m is the number

Initial configuration

Current and voltage 
acquisition 

Irradiance estimation

Irradiance equalization

Minimization of switching 
operation

Number of relocations

New
configuration?

Module
failure?

New configuration
stablle?

System 
reconfiguration

YES

Switching operations
balancing?

YES

YES

YES

NO

NO

NO

NO

Fig. 3. Flowchart of the algorithm for the system reconfiguration.
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of rows, supporting up to ðm ' qÞ!=ðq!Þm configurations,
with q reconfigurable modules.

Obviously, the DES operation must comply with the
inverter input operating ranges. It is easy to get the equiv-
alent circuit showed in Fig. 7 where a variable number of
modules per row can be implemented.

3. Optimal photovoltaic array reconfiguration

The novel algorithms for optimal photovoltaic array
reconfiguration is here presented. It uses the operating
principle of Subset-sum problems in order to obtain the
configuration that optimizes the output power. Moreover,
the minimization of switching operation with Munkres’
Assignment Algorithm (MAA) will be explained herein.

3.1. Overview of the problem

A TCT configuration, shown in Fig. 7, is considered. The
system shows m rows and the i-th row has in general ni
modules. From now on, with Pij the irradiance value of the
module located on row i and column j will be indicated.

! The total irradiation of row i is defined as:

P i ¼
Xni

j¼1

P ij ð4Þ

! The total irradiation P is equal to:

P ¼
Xm

i¼1

P i ð5Þ

! The number of modules g is equal to:

g ¼
Xm

i¼1

ni ð6Þ

The number of rows in which the TCT layout can be
arranged m must be compatible with the inverter input
voltage operating range.

In this way, the sum of irradiance on the row after
reconfiguration is equal or close to

avg ¼ P
m

ð7Þ

4. The algorithm

As it was said before, the irradiance equalization
problem can be viewed as a subset-sum problem, whose
general formulation is the following: given a set of integers
and an integer s, does any non-empty subset sum to s? Subset
sum can also be thought of as a special case of the knapsack
problem.

Fig. 4. (A) Series array, (b) parallel array, (c) series–parallel array, (d) total-cross tied array, (e) bridge-link array and (f) Honey-Comb array (La Manna
et al., 2014).
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In the problem here investigated, s is the average irradi-
ance equal to avg as described in (7).

The proposed algorithm works as follows:

1. The value avg is first calculated as described in (7).
2. In the matrix containing the irradiance values Pij, in turn

the groups of elements whose irradiances sum is equal or
close to avg. Each group is a row of the new matrix B.

3. Use Munkres’ Assignment Algorithm to find minimum
switching of modules.

4. Matrix B is suitably re-arranged.

The method is outlined in Fig. 8.

4.1. Numerical example

In what follows, a numerical example in order to clarify
the algorithm steps will be illustrated.

Let us suppose to have a PV generator composed of 16
modules differently irradiated. Moreover, let us that the
final TCT configuration will show four rows in order to

comply with the voltage range sustained by the inverter.
In the latter situation, the starting configuration could be
as the one depicted in the matrix of Fig. 7. Herein the
previously mentioned matrix will be named P, being Pij

the irradiance value of the module, located on row i and
column j showed in Fig. 9.

The first step of the algorithm consists in evaluating the
value of avg, which in this case is 1675 W/m2. Then, to
implement step 2, modules are sorted according to decreas-
ing irradiance values per row and then by the first entry of
each row, as shown in Fig. 10.

From now on, the latter matrix will be called A and an
equivalent view of it, in vector form, is illustrated in
Fig. 11.

Starting from the matrix A and from the greatest value
of its first row (i.e. A[0] = 830), using a Subset-Sum
algorithm, the first row of the new matrix, from now on
called B, is obtained (see Fig. 12).

The following step consists in deleting, from the matrix
A, the elements already arranged in the first row of the
matrix B (see Fig. 13).

Fig. 5. Irradiance equalization example: (a) before reconfiguration, (b) after reconfiguration. MPP before reconfiguration with a misleading effect on the
MPP tracking algorithm (c), after reconfiguration without the misleading effect (d).
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Then the remaining elements of the matrix A are again
arranged sorted putting the greatest element in the first
position, followed by all the elements pertaining to the
same row (see Fig. 14). All the other elements are left in
the same previous order.

Starting from the latter modified matrix A, the second
row of matrix B is built by summing to the element A[0]
other elements in order to obtain a value equal or close
to the average value 1675. By repeating the just now

explained procedure until the depletion of the elements,
the matrix B is obtained as shown in Fig. 15. Further
information on Subset-sum problem can be found in
Silvano Martello (1990).

1

2

3

4

5

6

7

8

9

CONTROL

Fig. 6. Dynamic electrical scheme switching matrix (Romano et al., 2013).

1

2

m

1 2 n1

n2

nm

Fig. 7. Generator topology.

Begin

Input: m, ni, Pij

Calculate , , , .

Convert Pij => array Ai (i=1..n)

step = 1

Use the Subset-sum problem in order to find a
subsequence array Bstep of array A in which the total

of elements is equal or close to the avg

Delete from the array A the elements already put in the array Bstep

step = step +1

step < k

Bstep is the remaining elements of the array A

Use Munkres alogithm to find the
minimum switching of modules

Sort matrix B 

Output: Matrix result,
Number of swiching,

List of swiching

End

Fig. 8. Block diagram.

170 200 250 490
520 680 480 640
720 410 550 290
150 830 140 180

Fig. 9. Starting matrix P, in the entries the irradiance values in W/m2.

830 180 150 140
720 550 410 290
680 640 520 480
490 250 200 170

Fig. 10. Sorted matrix P, in the entries the irradiance values in W/m2.
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After the determination of the matrix B, which is an
intermediate matrix for our purpose, the Munkres’ assign-
ment algorithm was used.

In this way, the configuration that involves the mini-
mum number of modules changes is implemented. In
detail, on the basis of the comparison between the starting
and the intermediate matrix B, the Munkres’ matrix M is
obtained as follows. The element Mij of matrix M is a inte-
ger number that refers to the number of modules that are in
the row i of the starting matrix P while they are absent in
row j of the intermediate matrix B.

For better clarity, the two considered matrices are
placed side by side in Fig. 16.

As an example, the entry (1,1) equals 4 because the four
modules of row 1 in matrix P are different from the four
modules in matrix B. The Munkres matrix M, determined
as said, is shown in Fig. 17.

Taking the results of the MAA, the entries showing the
minimum value on the rows are those rows in the interme-
diate matrix that are most similar to the starting matrix P.
The final configuration is thus obtained and illustrated in
Fig. 18.

As it can be observed, in the considered case the algo-
rithm has changed the position of only five modules in
order to equalize the irradiance on the rows.

5. Simulations (A2.2)

In order to prove the efficiency of the proposed algo-
rithm, a Matlab/Simulink model was set up. The simulated
control system is depicted in Fig. 19.

A PV generator with 9 identical modules with electrical
characteristics described in Table 1 was implemented in a
simulation environment. Modules are irradiated in a non-
homogeneous way and the TCT interconnection has three
rows. Fig. 20 shows the comparison between the system
before and after the reconfiguration.

Before reconfiguration, the I–V (current–voltage) curve
and the P–V (power–voltage) curve are shown in
Fig. 20b and c with PMAX = 298.08 W; VMAX = 26.7 V.
After reconfiguration, the PV generator is arranged as in
Fig. 20d, the I–V curve and P–V curve are shown in
Fig. 20e and f with PMAX = 474.8 W; VMAX = 77.56 V.

Moreover, the MAA will find the optimal arrangement
with the smallest number of switches. In the case proposed
here the MAA found the optimal configuration with only 3
switching operations. Fig. 20 shows the performance
before switching (a,b, c) and after (d,e, f) (A1.1) (see
Table 2).

5.1. Switching operations balancing

The described procedure is repeated a fixed number of
times by using, each time, a starting value that is slightly
different from the above-mentioned average value. In this
way, a fixed number of sub-optimal resulting configura-
tions is achievable. The need of having different resulting
configurations resides in the aim of selecting the one
involving the less used matrix switches. This approach pro-
duces a homogeneous aging of all the switches of the
switching matrix, thus preserving the life span of the whole
switching matrix. This aspect should not be underestimated

830 180 150 140 720 550 410 290 680 640 520 480 490 250 200 170

A[0] A[1] A[2] A[3] A[4] A[5] A[6] A[7] A[8] A[9] A[10] A[11] A[12] A[13] A[14] A[15]

Fig. 11. Equivalent vector view of matrix A in the entries the irradiance values in W/m2.

550 140 150 830

Fig. 12. First row of matrix B.

180 720 410 290 680 640 520 480 490 250 200 170

A[0] A[1] A[2] A[3] A[4] A[5] A[6] A[7] A[8] A[9] A[10] A[11] A[12] A[13] A[14] A[15]

Fig. 13. Matrix A after the deletion of some elements.

720 410 290 680 640 520 480 490 250 200 170 180

A[0] A[1] A[2] A[3] A[4] A[5] A[6] A[7] A[8] A[9] A[10] A[11]

Fig. 14. Matrix A reordered in order to build the second row of matrix B.

550 140 150 830 = 1670
180 490 290 720 = 1680
480 520 680 = 1680
640 250 200 170 410 = 1670

Fig. 15. Intermediate matrix B.
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in view of the use of low-cost and therefore limited life span
components within the switching matrix (i.e. mechanical
relays). In Candela et al. (2012) the configuration perform-
ing the smallest number of modules-switching operations
was chosen. Unlike this method, the approach presented
in this paper moves the attention to the aging, measured
in terms of number of times the switch has been used. By
giving a priority to the balancing of the switches usage, it
can happen that, between two suboptimal configurations,
the one involving a slightly higher number of switching oper-
ations may be chosen. In Fig. 21, a PV system with 16 mod-
ules has been simulated with 300 reconfigurations,
implementing the presented output power optimization.
The blue columns represent the number of switching opera-
tions per module when the presented algorithm is configured
for equalizing the number of switching operations of each
module, basically trying to uniform the aging of the reconfig-
uration matrix. The red columns instead show the number of
switching operations per module, when the only target is
minimizing the global number of switching operations.

6. Performance comparison with other algorithms

In this section a comparison with other algorithms pro-
posed in the literature is presented: the Electrical Array

Reconfiguration (EAR) Velasco-Quesada et al., 2009, the
BWSA used in Storey et al. (2013), the RSA and the Deter-
ministic Algorithm proposed in Romano et al. (2013), are
taken into account.

One of the biggest problems to be overcome in reconfig-
uration systems is the speed of reconfiguration algorithms
(Velasco et al., 2005). As discussed in Storey et al. (2013)
the architecture should be optimized in real time. In
Velasco-Quesada et al. (2009) the authors introduced the

170 200 250 490 550 140 150 830
520 680 480 640 180 490 290 720
720 410 550 290 480 520 680
150 830 140 180 640 250 200 170 410

Starting Matrix P Intermediate Matrix B

Fig. 16. Comparison between the starting and the intermediate configuration.

4 3 4 1

4 4 1 3

3 2 4 3

1 3 4 4

Fig. 17. Matrix M.

4 3 4 1
4 4 1 3
3 2 4 3
1 3 4 4

Matrix M

170 200 250 490 170 200 250 640 410
520 680 480 640 520 680 480
720 410 550 290 720 290 180 490
150 830 140 180 150 830 140 550

Starting Matrix P Resulting Matrix

Fig. 18. Comparison between the starting and the resulting configuration.

Fig. 19. Reconfiguration board.

Table 1
Electrical characteristics of PV used modules at 25 "C.

VMPP IMPP PMPP VOC ISC

26.01 V 7.64 A 198 W 32.40 V 8.40 A
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irradiance equalization algorithm; in their work they com-
pute the configurations of interest in order to reduce the
complexity of the switching matrix. The time need for the
reconfiguration was reported as 200 ms for a 6-cell array
using the EAR algorithm. For bigger arrays the needed
time can increase up to hours. The algorithm proposed in

Storey et al. (2013) – BWSA – is an iterative and hierarchi-
cal sorting algorithm that is designed to establish a near
optimum configuration within a small number of itera-
tions. The BWSA is very fast but its results are not optimal
in most cases. As an example, in Fig. 22, the application
steps of the BWSA are reported. It is easy to observe that

(a)      (d) 

(b)      (e)

(c)     (f)

1
100

W/m2

2
100

W/m2

3
300
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Fig. 20. Pv system before reconfiguration (a, b, c) and after reconfiguration with equalization DES (d, e, f).

Table 2
Comparison of reconfiguration algorithms for TCT arrays (A2.3).

Method Authors Speed Optimal result Not-equal rows Preserving aging

SSP/MAA Riva Sanseverino et al. Fast Sub-optimal Yes Yes
EAR PV Velasco-Quesada et al. (2009) Slow Optimal No No
BWSA Storey et al. (2013) Fast Sub-optimal No No
RSA Romano et al. (2013) Fast Sub-optimal Yes No
Deterministic Romano et al. (2013) Slow Optimal Yes No
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the results obtained applying the two algorithms are as
follows:

EInew algorithm ¼ 1680% 1670 ¼ 10

EIBWSA ¼ 1740% 1630 ¼ 110

In Romano et al. (2013), the authors introduce two dif-
ferent reconfiguration control algorithms for TCT architec-
tures and using the irradiance equalization principle: a
random search and a deterministic algorithm. The solution
method builds rows with a non-equal number of modules,
thus the number of possible interconnection configurations
increases. The deterministic algorithm obtains the best con-
figuration in higher time than the one needed by the RSA
Romano et al. (2013).

An important feature of some approaches is also the
ability of the switching matrix and of the algorithm to
obtain a solution having rows with a non-equal number
of modules, thus increasing the number of possible inter-
connection configuration, as in Romano et al. (2013).

So far, the algorithms here introduced only refer to ‘‘irra-
diance equalization” without accounting for switches aging
and switching operations balancing. On the contrary, the
proposed algorithm obtains the minimization of switching
operation by means of the MAA and another post-
processing algorithm allows choosing the solution providing
a balanced solution, in terms of aging of switches.

6.1. Processing speed

The used Dynamic Programming for Subset-Sum prob-
lem make the time and space complexity for g modules

with m rows with a P total irradiation is thus O(mgP)
(Silvano Martello, 1990), it takes maximum 30.72 ms of
CPU time with a microprocessor 2.5 Ghz with Intel Core
i5 to calculate the arrangement of a 16-cell array and
reconfiguration with 4 rows. The MAA solves the assign-
ment problem in O(n3) time (Munkres, 1957); it takes max-
imum 0.122 ms for 16-cell array.

Calculation times compared to the dynamics of weather
phenomena is still quite limited, thus giving rise to a quasi
real time operation. In the Palermo (Italy) area, as an
example, the average maximum wind speed (averaged in
the last ten years) is of 6.4 m/s. This means that with PV
generators having extensions of tens of meters, the passage
of clouds, in the worst situations, can occur in a few sec-
onds which is a time much larger than the above cited com-
putation time. Mechanical switching time is also very
limited to a few ms, thus giving rise to a simple system to
implement optimal reconfiguration systems.

7. Conclusion

In this paper, a new algorithm for optimized PV mod-
ules reconfiguration maximizing the performances of a
PV generator in both shading conditions and non-
uniform aging of the modules has been presented. The
reconfiguration is here referred to the TCT connection
and to the well known irradiance equalization principle.

The representation of the problem as a Subset-Sum
problem and the idea to apply then the MAA to obtain
the sub-optimal final configuration allows to obtain also
the configuration that give rise to a minimum number of

Fig. 21. Comparison of aging equalization (blue) versus the minimizing of the global switching operations (red). (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)

170 200 250 490 
520 680 480 640 
720 410 550 290 
150 830 140 180 

Initial matrix 

830 720 680 640 
550 520 490 480 
410 290 250 200 
180 170 150 140 

1st step: order the matrix 

830 720 680 640 
480 490 520 550 
410 290 250 200 
140 150 170 180 
2nd step: flip even rows 

1690 1630 1640 1740 
6th step: add I-II rows 

1310 1210 1200 1190 
380 420 440 550 
5th step: flip even row 

1310 1210 1200 1190 
550 440 420 380 

st step: add I-II and III-IV rows4

Fig. 22. Example of the best worst sorting algorithm.
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switching operations. A post-processing module stores a
few comparable configurations (in terms of irradiance
equalization) and allows to choose also the best configura-
tion in terms of aging balancing. Future work is addressed
on solving the problem of balancing the switching opera-
tions depending on the current that passes through the
relays. In detail, it will be considered that a relay passed
through by a current x-times lower than the maximum pos-
sible current value can consume the relay lifetime x-times
less. Therefore, in that case the switching operation will
not be considered as one switching operation but rather
as a fraction of a switching operation.

References

Achim Woytea, J.N., Belmans, Ronnie, 2003. Partial shadowing of
photovoltaic arrays with different system configurations: literature
review and field test results. Solar Energy 74, 17.

Candela, R. et al., 2012. A Dynamic Electrical Scheme for the Optimal
Reconfiguration of PV Modules Under Non-homogeneous Solar
Irradiation. Trans Tech Publications, Switzerland, p. 197.

El-Dein, M.Z.S., Kazerani, M., Salama, M.M.A., 2011. Novel configu-
rations for photovoltaic farms to reduce partial shading losses. Power
and Energy Society General Meeting, 2011 IEEE, p. 1–5.

El-Dein, M.Z.S., Kazerani, M., Salama, M.M.A., 2012. Optimal photo-
voltaic array reconfiguration to reduce partial shading losses. IEEE
Trans. Sustain. Energy 4 (1), 9.

Electricity from Sunlight, 2011. Electricity from Sunlight: An Introduction
to Photovoltaics. Choice: Current Reviews for Academic Libraries 48
(5), p. 933–933.

La Manna, Damiano, Li Vigni, Vincenzo, Riva Sanseverino, Eleonora, Di
Dio, Vincenzo, Romano, Pietro, 2014. Reconfigurable electrical
interconnection strategies for photovoltaic arrays: a review. Renew.
Sustain. Energy Rev.

Liu, Yi-Hua, Chen, Jing-Hsiao, Huang, Jia-Wei, 2014. Global maximum
power point tracking algorithm for PV systems operating under
partially shaded conditions using the segmentation search method.
Solar Energy 103 (May), 350–363.
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